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Periodicities in cardiovascular variables were recognized

long before the ability to adequately probe them, as early

as 1733 by Stephen Hales (Hales, 1733). Although our

measurement of short-term cardiovascular fluctuations is

now more precise, our understanding of them may be

inadequate for their widespread application. Numerous

origins have been proposed for cardiovascular oscillations,

including irradiation from respiratory centres (Hering,

1869; Mayer, 1877; Fredericq, 1882), autochthonous central

rhythms (Kruger, 1933; Preiss & Polosa, 1974), negative

feedback system engagement (Guyton et al. 1951; Sagawa

et al. 1962) and vascular autorhythmicities (Rothlin &

Cerletti, 1950). Research into these oscillations has ranged

from simple inferential data to intricate theoretical models.

Although inferential data can provide strong evidence that

an association exists between fluctuations, it is generally

limited to a single input and a single output, ignoring

countervailing influences. Alternatively, mathematical

models can provide potential mechanistic insight to the

links between fluctuations, but proposed models which

account for multiple cardiovascular influences have

generally been too complex for direct validation. Thus,

despite their apparent simplicity, spontaneous cardio-

vascular oscillations have not been explained adequately

by previous mathematical models or empirical data.

This review will provide a brief historical context,

summary of experimental approaches to and mathematical

models of the physiology, and some suggestions for future

work in cardiovascular variabilities. We limit this review to

slow wave oscillations at respiratory and ~0.10 Hz

frequencies for reasons of tractability and direct major

application to normal human physiology.
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Research into cardiovascular variabilities intersects both human physiology and quantitative

modelling. This is because respiratory and Mayer wave (or 10 s) cardiovascular oscillations

represent the integrated control of a system through both autonomic branches by systemic

haemodynamic changes within a fluid-filled, physical system. However, our current precise

measurement of short-term cardiovascular fluctuations does not necessarily mean we have an

adequate understanding of them. Empirical observation suggests that both respiratory and Mayer

wave fluctuations derive from mutable autonomic and haemodynamic inputs. Evidence strongly

suggests that respiratory sinus arrhythmia both contributes to and buffers respiratory arterial

pressure fluctuations. Moreover, even though virtual abolition of all R–R interval variability by

cholinergic blockade suggests that parasympathetic stimulation is essential for expression of these

variabilities, respiratory sinus arrhythmia does not always reflect a purely vagal phenomenon. The

arterial baroreflex has been cited as the mechanism for both respiratory and Mayer wave frequency

fluctuations. However, data suggest that both cardiac vagal and vascular sympathetic fluctuations at

these frequencies are independent of baroreflex mechanisms and, in fact, contribute to pressure

fluctuations. Results from cardiovascular modelling can suggest possible sources for these rhythms.

For example, modelling originally suggested low frequency cardiovascular rhythms derived from

intrinsic delays in baroreceptor control, and experimental evidence subsequently corroborated this

possibility. However, the complex stochastic relations between and variabilities in these rhythms

indicate no single mechanism is responsible. If future study of cardiovascular variabilities is to

move beyond qualitative suggestions of determinants to quantitative elucidation of critical physical

mechanisms, both experimental design and model construction will have to be more trenchant.

(Received 29 January 2002; accepted after revision 26 April 2002)

Corresponding author J. A. Taylor: Laboratories for Cardiovascular Research, HRCA Research and Training Institute,
1200 Centre Street, Boston, MA 02131, USA.   Email: ataylor@mail.hrca.harvard.edu

Journal of Physiology (2002), 542.3, pp. 669–683 DOI: 10.1113/jphysiol.2002.017483

© The Physiological Society 2002 www.jphysiol.org



Jo
u

rn
al

 o
f P

hy
si

ol
og

y

Historical background
During the last three centuries, studies of cardiovascular

haemodynamics have provided critical data for both

understanding the physiology and developing the

continuum mechanics necessary for insight into a complex,

multiple-component system. Original explorations of

cardiovascular oscillations relied upon classical scientists

educated as both physician and physicist. When, in 1628,

Harvey was among the first to propose quantitating fluid

flow, his interest was in understanding reciprocal flow

from the heart to the lungs. A century later, Steven Hales

published a book authorized by Sir Isaac Newton, then

President of the Royal Society, wherein he described arterial

pressure fluctuations, explaining them in part via recent

studies of viscosity. Subsequently, Poiseuille (1799–1829)

experimentally derived the law for laminar fluid flow by

relating it to blood viscosity, artery radius and pressure

change; and Young (1773–1829) derived a basic elasticity

law from pulsatile velocity propagation in blood vessels

and displacement of the arterial wall. After Ludwig’s

kymograph (1847) produced the first recordings of pressure

oscillations, subsequent studies identified slow rhythmic

blood pressure waves independent of respiration (Mayer,

1877; Fredericq, 1882), as well as waves around the

respiratory frequency (Traube, 1865; Hering, 1869). When

fluctuations with these same frequencies were also found

in cardiac interval, they were thought by some investigators

to be the cause of arterial pressure oscillations (Fredericq,

1882; Morawitz, 1903).

The development of sophisticated neurophysiological

techniques allowed more precise observation of concurrent

fluctuations in haemodynamics and nervous outflow.

Guyton et al. (1951) observed large ‘vasomotor waves’ in

anaesthetized, hypovolaemic dogs and concluded that these

blood pressure fluctuations were autonomically mediated

(Guyton et al. 1951; Guyton & Harris, 1951). Indeed,

congruent temporal patterns in sympathetic preganglionic

activity and arterial pressure Mayer waves were subsequently

observed by Preiss & Polosa (1974). Moreover, temporal

associations were also reported to exist between respiratory

patterns and arterial pressure and sympathetic outflow

(Preiss et al. 1975). As a result of these animal studies it was

commonly accepted that respiratory periodicities must

encompass irradiation from respiratory to cardiovascular

centres in the brain and that arterial pressure Mayer waves

derive from sympathetically mediated vascular resistance

fluctuations.

The advent of greater computing power brought a more

refined mathematical approach to quantifying and

modelling cardiovascular oscillations. Moreover, the

development of non-invasive measures of beat-by-beat

arterial pressure allowed more extensive work in humans.

Frequency domain research into slow wave cardiovascular

oscillations in humans started in the late 1970s (Penaz et al.

1978) and early 1980s (Rompelman et al. 1982; Taguchi,

1983). In fact, from then on, there has been an explosion in

the use of frequency domain methods to study slow

cardiovascular variabilities, with an excess of 1500 papers

in the last 10 years alone.

Physiological basis of cardiovascular rhythms
The dynamic moment-by-moment responses of heart rate

and arterial pressure to internal and external perturbations

ensure sustained and appropriate perfusion of all tissues.

Beat-by-beat time series show the manifold nature of

these physiological functions in humans, and have been

described as complex time series (Kaplan et al. 1991).

Underlying the apparent complexity are two rhythms. The

first, occurring over several cardiac cycles, is respiratory

related. Both heart rate and the entire arterial pressure

waveform rise and fall at the frequency of respiration. In

humans, these oscillations represent both autonomic

neural fluctuations and mechanically induced central

blood volume changes in synchrony with respiration.

However, the contributions of these two mechanisms to

both heart rate and arterial pressure fluctuations remain

equivocal. The second rhythm occurs over an approximate

10 s cycle, and in arterial pressure, has been termed Mayer

waves. This rhythm has been attributed to various sources,

but most recently has been presumed to reflect reflex-

mediated fluctuations in sympathetic outflow to the

vasculature and in parasympathetic and sympathetic

outflows to the heart. Although fluctuations at the

respiratory and Mayer wave frequencies have been studied

most, there is significant variability at longer time scales.

Cardiovascular variability at frequencies well below 0.03 Hz,

or period longer than 30 s, have been variously termed very

low frequency and ultra-low frequency spectral fluctuations

(Bigger et al. 1992a), b and a anticorrelations (Peng et al.
1993) and the fractal dimension and approximate entropy

(Yeragani et al. 1993). These have been interpreted as

secondary to the renin–angiotensin system (Brandenberger

et al. 1985), as indicative of ‘system decoupling’ (Pincus &

Goldberger, 1994) and as diagnostic instruments with well-

behaved mathematical properties (Bigger et al. 1996).

However, it remains unclear whether variabilities below

~0.03 Hz represent primary cardiovascular oscillations or

are epiphenomena of long-term cardiovascular recordings.

Nonetheless, most interpretations and uses of all cardio-

vascular variabilities assume a simple, linear input–output

model of cardiovascular regulation, ignoring data clearly

suggesting that cardiovascular oscillations are a complex

interplay of effectors.

Respiratory frequency oscillations. Respiratory frequency

cardiac interval oscillations, termed respiratory sinus

arrhythmia, could be generated by a number of scenarios

coupling haemodynamic and reflex responses. One line of

reasoning is that respiration-synchronous fluctuations

in intrathoracic pressure provoke fluctuations in stroke

M. A. Cohen and J. A. Taylor670 J. Physiol. 542.3
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volume (Innes et al. 1993) which contribute to respiratory

frequency arterial pressure variability in humans (Dornhorst

et al. 1952; Toska & Eriksen, 1993; Triedman & Saul, 1994).

Presumably, this arterial pressure fluctuation provokes

parallel changes in arterial baroreflex afferent activity,

appropriately increasing and decreasing cardiac vagal

outflow and generating respiratory sinus arrhythmia (de

Boer et al. 1987; Guzzetti et al. 1994; Scheffer et al. 1994).

By this reasoning, respiratory sinus arrhythmia arises

from a baroreflex mechanism that should counteract

stroke volume fluctuations and reduce arterial pressure

fluctuations (Toska & Eriksen, 1993). However, there are

also data suggesting that central vagal outflow can be

directly inhibited by respiratory neuron firing (Gilbey et
al. 1984) and that respiratory sinus arrhythmia and

respiratory frequency arterial pressure variability occur in

synchrony without any appreciable phase lag (de Boer et
al. 1987; Taylor & Eckberg, 1996). From this, it would seem

that respiratory sinus arrhythmia arises from an efferent

vagal oscillation that contributes to arterial pressure

fluctuations (Akselrod et al. 1985; Taylor & Eckberg,

1996).

If respiratory sinus arrhythmia is arterial baroreflex

buffering of respiration-induced pressure fluctuations,

then the simplest hypothesis suggests that elimination of

R–R interval fluctuations should increase respiratory arterial

pressure fluctuations since the buffering component has

been removed. However, parasympathetic blockade which

eliminates sinus arrhythmia decreases respiratory-induced

arterial pressure fluctuations in supine, but not upright,

humans (Taylor et al. 1998a). (The decrease may not be

observed in the absence of paced breathing (Wray et al.

2001); however, paced breathing is critical for interpreting

power spectra in humans, since respiration frequency and

depth can vary widely and strongly determine fluctuation

amplitude (Brown et al. 1993; Laude et al. 1995).) Similar

to parasympathetic blockade, fixed rate atrial pacing that

eliminates R–R interval variability significantly reduces

pressure oscillations at the respiratory frequency in supine

humans, but increases them in the 40 deg tilt position

(shown in Fig. 1). This corroborates the data from

parasympathetic blockade, and indicates that the effect is

probably the direct physiological result of the removal of

R–R interval oscillations. These state differences may be

explained by the shift in cross-spectral phase relation

between systolic pressure and R–R interval. In the supine

position, the R–R interval is in phase with or slightly leads

arterial pressure changes (de Boer et al. 1987), and in the

upright position, follows pressure changes (see Fig. 2).

Thus, respiratory sinus arrhythmia can actually contribute

to respiratory arterial pressure fluctuations and does not

always represent simple baroreflex buffering.

The view of respiratory sinus arrhythmia as a vagal

phenomenon is widely held, and is supported by

substantial published data (Katona et al. 1970; Katona &

Jih, 1975; Kollai & Koizumi, 1979; Raczkowska et al.
1983; Fouad et al. 1984; Koizumi et al. 1985). However,

despite physiological studies questioning respiratory sinus

arrhythmia as a valid and reliable cardiac parasympathetic

index (Kollai & Mizsei, 1990; Hedman et al. 1995), this

interpretation of respiratory sinus arrhythmia holds such

sway that amplitude increases in response to cardiac

sympathetic blocking drugs have been construed as

evidence of a heretofore unrecognized vagotonic property

Cardiovascular oscillations in manJ. Physiol. 542.3 671

Figure 1. R–R interval and systolic pressure power in 20 healthy young subjects in the supine
and 40 deg tilt positions with and without fixed rate atrial pacing
Elimination of R–R interval variability significantly reduces pressure oscillations at the respiratory frequency
in supine humans, but increases them in the 40 deg tilt position. Moreover, it has no effect on Mayer wave
(~0.1 Hz) pressure oscillations in supine humans, but increases them in the 40 deg tilt position. This
demonstrates the frequency and state dependence of cardiovascular oscillations (modified from Taylor &
Eckberg, 1996).
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of the drugs (Grossman & Kollai, 1993). Even though ‘high

frequency’ heart rate variability (i.e. respiratory sinus

arrhythmia as measured by spectral power, the squared

amplitude of the input; Laude et al. 1995) is increased

equally by b-blockers that do (lipophilic) and do not

(hydrophilic) cross the blood–brain barrier (Pitzalis et al.
1998), the prevailing notion is that b-blockers can increase

cardiac vagal modulation of heart rate (Coker et al. 1984;

Vaile et al. 1999). However, cardioselective b-adrenergic

blockade enhances respiratory sinus arrhythmia at all

breathing frequencies, not just at higher breathing

frequencies (Taylor et al. 2001) (shown in Fig. 3). If cardiac

sympathetic effects are truly constrained to frequencies

lower than ~0.15 Hz, opposing sympatholytic and vagotonic

actions should not increase variability across all frequencies.

Therefore, a more reasonable physiological interpretation

that does not rely on newfound pharmacological properties

is that cardiac sympathetic outflow can oppose vagally

mediated R–R interval oscillations and sympathetic

blockade removes this effect. This might be analogous to

the large mutual interactive effect of vagal and sympathetic

inputs to the heart in rabbits. Direct white noise stimulation

shows that input from one system is antagonistic to the

other (Sunagawa et al. 1998). If these strong effects are

similar in humans, it could explain these sympathetic effects.

Most importantly, if sympathetic influences significantly

impact respiratory sinus arrhythmia, this challenges the

notion that respiratory sinus arrhythmia represents a

purely vagal mechanism.

There does appear to be a purely mechanical portion of

respiratory sinus arrhythmia. For example, heart transplant

patients can show a small (2–8 % of normal) respiratory

sinus arrhythmia. Since rapid re-innervation of donor hearts

seems unlikely, this is probably due to the mechanical

effects of breathing (Bernardi et al. 1989). This finding was

further corroborated by Conci et al. (2001) in individuals

before and after brain death. Moreover, virtually all low

frequency power is lost and only a very narrow, small

respiratory peak remains after brain death, underscoring

the neural mediation of cardiovascular rhythms.

Nonetheless, the effect of atrial stretch on R–R interval

variability in humans can be substantial; after complete

autonomic blockade, slow deep breathing can provoke

R–R interval oscillations of ~120 ms (Taylor et al. 2001). If

this effect remains in the absence of autonomic blockade, it

would account for as much as 20 % of respiratory sinus

arrhythmia, indicating that atrial stretch may make an

important contribution to respiratory sinus arrhythmia.

Nonetheless, the effects of muscarinic blockade show

that vagal expression is necessary for normal amplitude

respiratory sinus arrhythmia.

Respiratory-related fluctuations in vascular sympathetic

outflow also present interpretive dilemmas. If these

oscillations derive from a baroreflex mechanism, both

arterial and cardiopulmonary baroreceptors may be

involved. The arterial baroreflex is a primary controller of

vascular sympathetic nerve firing, and with breathing,

blood pressure falls during expiration and rises during

inspiration. Cardiopulmonary receptors also influence

vascular sympathetic outflow but in response to changes in

central venous pressure. It remains unclear whether the

arterial baroreflex responds to respiratory-related blood

pressure fluctuations by generating inversely proportional

changes in vascular sympathetic nerve firing (Eckberg et
al. 1985; Seals et al. 1990, 1993; St Croix et al. 2000) or

whether respiration-related fluctuations in venous return

to the heart mediate respiratory frequency sympathetic

oscillations (Gootman & Cohen, 1974). Whether either or

both are active in respiratory sympathetic fluctuations, the

reflex pattern should reduce arterial pressure oscillations

with breathing. However, published data on blockade of

M. A. Cohen and J. A. Taylor672 J. Physiol. 542.3

Figure 2. The cross-spectral phase and coherence
between R–R interval and systolic pressure in 20 healthy
young subjects in the supine and 40 deg tilt positions
with normal sinus rhythm
Thick lines indicate phase where coherence is significant. Phase at
the respiratory frequency shifts from R–R interval in phase with or
slightly leading arterial pressure changes in supine humans to R–R
interval following pressure changes in the upright position. This
may reveal differential baroreflex engagement and explain
contrasting effects of atrial pacing in supine and tilt positions.
However, the phase relation at the respiratory frequency is
consistently negative, and therefore provides no insight to the
contrasting effects of atrial pacing the two positions (modified
from Taylor & Eckberg, 1996).
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sympathetic effects via a-adrenergic antagonism provide

no clear insight; only overall variance (Clement et al. 1985)

or ‘relative contribution’ (Nakata et al. 1998) or ‘normalized’

changes (van de Borne et al. 2001) have been presented.

Thus, no published data present the possible blood pressure

buffering role for respiratory-related vascular sympathetic

oscillations. Moreover, as with respiratory sinus arrhythmia,

there is evidence that factors independent of reflex

mechanisms generate sympathetic fluctuations with

respiration. Lung volume may modulate sympathetic

firing through pulmonary afferents (Seals et al. 1990) and

inspiratory motor neurons may modulate sympathetic

activity (Seals et al. 1993). Thus, the respiratory phase

influence on vascular sympathetic outflow may be

independent of baroreflex mechanisms and, in reality, be a

contributor to arterial pressure fluctuations.

Mayer wave frequency oscillations. The hypothesis that

arterial pressure Mayer waves result from rhythmic,

sympathetic vasomotor activity (Fredericq, 1882; Guyton

& Harris, 1951; Dornhorst et al. 1952; Preiss & Polosa,

1974; Madwed et al. 1989) and generate R–R interval

oscillations at this same frequency through the baroreflex

(Akselrod et al. 1985; de Boer et al. 1987; Scheffer et al.
1994) holds especial currency of late. The spectral estimate

of Mayer wave amplitude is commonly used to measure

vascular sympathetic activity (Pagani et al. 1986, 1997;

Furlan et al. 1990; Radaelli et al. 1994; Parati et al. 1995; van

de Borne et al. 1997; Montano et al. 1998) and the cross-

spectral magnitude of pressure and R–R interval to

measure baroreflex gain (Honzikova et al. 1992; Hughson

et al. 1993; Cerutti et al. 1994; Scheffer et al. 1994; Sleight

et al. 1995). However, these simple interpretations are

inadequate for the complex interactions that appear to

underlie Mayer wave fluctuations.

Unlike respiratory frequency oscillations, Mayer wave

fluctuations appear spontaneously and inconsistently across

a broad frequency range, as low as 0.03 Hz and up to

0.15 Hz, although generally close to 0.10 Hz. Since Mayer

waves are most apparent in response to sympatho-excitatory

stimuli (Pagani et al. 1986), it has been presumed that

arterial pressure Mayer waves are closely linked to vascular

sympathetic outflow, either tonic or oscillatory. In fact, it

may be reasonable to conclude that waxing and waning

vascular resistance due to sympathetic neural oscillations

generates arterial pressure Mayer waves. For example, some

spinal cord injury patients demonstrate no measurable

arterial pressure Mayer waves (Inoue et al. 1991), while

others demonstrate clearly identifiable Mayer waves (Koh

et al. 1994). In healthy humans, the exact relation between

mean sympathetic outflow and Mayer wave amplitude is

unclear. Subjects with characteristically different levels of

muscle sympathetic outflow show no difference in Mayer

wave amplitude (Taylor et al. 1998b). Older healthy males

demonstrate arterial pressure Mayer waves comparable

to those seen in young females despite the striking

difference in resting sympathetic outflow (see Fig. 4).

Cardiovascular oscillations in manJ. Physiol. 542.3 673

Figure 3. Effects of cardioselective b-adrenergic blockade (0.2 mg kg_1 atenolol) and double
autonomic blockade (atenolol + 0.04 mg kg_1 atropine) on respiratory sinus arrhythmia
during controlled frequency breathing from 0.25 to 0.05 Hz in the 40 deg tilt position
n = 10. b-blockade enhances respiratory sinus arrhythmia at all breathing frequencies, not just at higher
breathing frequencies. This undermines the contention that respiratory sinus arrhythmia is a purely vagal
phenomenon (redrawn from Taylor et al. 2001).
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As with respiratory-related fluctuations, pharmacological

blockade in humans has provided no clear information on

the dependence of Mayer waves on sympathetic outflow.

Moreover, even though some evidence does suggest that

Mayer waves depend upon intact arterial baroreflex

function (Sleight et al. 1995), baroreflex dependence does

not require proportionality between arterial pressure

Mayer wave amplitude and sympathetic outflow.

Cardiac interval oscillations at the Mayer wave frequency

are mediated primarily by cardiac vagal but also cardiac

sympathetic outflows and are thought to represent arterial

baroreflex responses to pressure oscillations (de Boer et al.
1987; Scheffer et al. 1994). One popular theoretical and

practical explanation is a resonant response in the baroreflex

due to feedback delays (de Boer et al. 1987; Ottesen, 1997;

Bertram et al. 1998). However, the link between oscillations

in cardiac interval and arterial pressure may not be

consistent. In supine humans, monotonic cardiac pacing

(elimination of cardiac interval variability) does not increase

low frequency arterial pressure oscillations, indicating that

pressure is not damped by cardiac interval oscillations

(Taylor & Eckberg, 1996). This may mean that a sympathetic

mechanism is responsible, perhaps a latency in baroreflex-

induced changes in vascular sympathetic outflow, in other

words, a pressure–pressure feedback loop (Baselli et al.
1988). However, when vascular sympathetic outflow is high

(e.g. head-up tilt), elimination of cardiac interval variability

augments Mayer waves (Taylor & Eckberg, 1996). This

suggests that the arterial baroreflex link between Mayer

wave oscillations in pressure and cardiac interval may be

evident only when sympathetic outflow is augmented.

However, when low frequency pressure oscillations are

augmented artificially, a highly variable relation between

Mayer wave frequency oscillations in arterial pressure

and cardiac interval is revealed (Hamner et al. 2001).

Oscillatory lower body negative pressure at 0.10 Hz

increases both low frequency blood pressure and R–R

interval oscillations, but with considerable inconsistencies

in their spectral correlation (i.e. coherence). Although

forced oscillations in pressure can be large, and those in

cardiac interval large apparently in response, the coherence

between them can be highly variable, both among subjects

and across conditions (see Fig. 5). Thus, short-term

fluctuations in cardiac interval do not appear to be linked

inextricably to those in arterial pressure. Cardiovascular

oscillations at the Mayer wave frequency may be generated

and influenced by factors other than simply sympathetically

mediated vasoconstriction and/or baroreflex gain.

State and trait determinants for mechanisms. Both

respiratory and Mayer wave frequency oscillations may be

influenced by age and sex. The nature of these differences

underscores the variability in physiological strategies that

underlie these cardiovascular periodicities. For example,

muscle sympathetic oscillations at the respiratory frequency

M. A. Cohen and J. A. Taylor674 J. Physiol. 542.3

Figure 4. Relations between
resting peroneal nerve muscle
sympathetic activity and arterial
pressure Mayer wave amplitude
in 10 young females (18–28 years
old), 11 young males (18–29 years
old) and 13 older males
(60–72 years old)
There were no consistent relations
among arterial pressure Mayer wave
amplitude and vascular sympathetic
outflow. Despite striking differences in
resting sympathetic outflow, young
females and older males have
comparable Mayer wave amplitude
(redrawn from Taylor et al. 1998b).
aiu, arbitrary integration units.
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decline with age (Taylor et al. 1998b), yet respiratory

frequency pressure oscillations are unchanged (Veerman

et al. 1994; Taylor et al. 1998b). This could reflect age-

related baroreflex gain reductions (Gribbin et al. 1971;

Ebert et al. 1992), if arterial baroreflex afferent activity

drives vascular sympathetic oscillations (Gootman & Cohen,

1974; de Boer et al. 1987). However, reduced baroreflex

gain with age cannot explain the parallel age-related

declines in arterial pressure Mayer waves and both cardiac

interval and vascular sympathetic oscillations at this

frequency (Veerman et al. 1994; Taylor et al. 1998b;

Barnett et al. 1999). Sex-related differences also demonstrate

that there is no simple relation among cardiovascular

variabilities. Respiratory frequency arterial pressure

oscillations are accompanied by vascular sympathetic

oscillations which are lower in women than in men (Taylor

et al. 1998b). At the Mayer wave frequency, cardiac interval

oscillations are no different (Murata et al. 1992; Taylor et
al. 1998b), while both arterial pressure and sympathetic

oscillations are lower in women (Ryan et al. 1994; Taylor et
al. 1998b; Barnett et al. 1999). These inconsistent sex-

related differences cannot simply reflect lower baroreflex

gain in women than men (Abdel-Rahman et al. 1994). It

could be postulated that, for example, arterial baroreflex

engagement is frequency specific. However, data suggest

that baroreflex buffering of arterial pressure in young

males is similar at both the respiratory and Mayer wave

frequencies (Taylor & Eckberg, 1996). Another possibility is

different vascular a-receptor responsiveness to sympathetic

nervous outflow. Both older (Sugiyama et al. 1996; Davy

et al. 1998) and female (Luzier et al. 1998) humans

demonstrate lesser resistance responses to sympathetic

activation than young men. This could produce differential

effects at the respiratory and Mayer wave frequencies and

thereby confound simple interpretation of discrepancies.

It is apparent that the simultaneous cardiac, vascular and

respiratory influences integrate to produce cardiovascular

fluctuations and must be examined jointly if we are to

understand possible differences in their regulation.

Mathematical attempts to model cardiovascular
oscillations
Current mathematical study of cardiovascular variabilities

follows three main approaches. First, attempts have been

made to construct simple, generally novel quantitative

indices to classify broad physiological or pathophysiological

conditions. Ratios of low to high frequency spectral power

have been used to gauge ‘sympathovagal balance’ (Malliani

et al. 1994), Mayer wave frequency power has been used to

classify congestive heart failure patients (Teich et al. 2000)

or predict death after heart attacks (Bigger et al. 1992a, b),

and the slope of very low frequency blood pressure

oscillations has been used as a correlate for cardiovascular

mortality (Makikallio et al. 1999). When successful, this

work produces useful classification tools for clinical

populations. However, to produce physiologically insightful

models of these variabilities, a set of equations to explain

the relations between them is necessary. These more

complete explanations form the latter two approaches.

One approach uses principles of applied mathematics and

physics to describe cardiovascular rhythms via complicated,

generally non-linear models, for example, non-linear

delay differential equations (Cavalcanti & Belardinelli, 1996;

Ottesen, 1997), difference equations (de Boer et al. 1987),

non-linear oscillators (Abbiw-Jackson & Langford, 1998),

regularization theory (Seydnejad & Kitney, 2001) and

non-linear fluid dynamics (Olufsen, 1999; Olufsen et al.
2000). Since these models are based on simple physical

principles, they can explain the physical origins of cardio-

vascular oscillations and could lead to unique insight.

However, current application of these mathematical

approaches produces models that are quite difficult to

evaluate statistically and provide at best a theoretical

framework for possible mechanisms. The other approach

uses application of linear time series analysis and systems

identification to study the connection between these

variabilities (Pagani et al. 1986; Cerutti et al. 1996; Chon et
al. 1997; Mullen et al. 1997). In many cases, these are

misapplied to construct generally improperly validated

Cardiovascular oscillations in manJ. Physiol. 542.3 675

Figure 5. Coherence between systolic
pressure and R–R interval in 18 young males
during 5 min of supine rest, and of 0.1 Hz
oscillatory lower body suction at 10 and
30 mmHg
The oscillatory suction significantly augments arterial
pressure oscillations and cardiac interval oscillations
at the Mayer wave frequency; however, the correlation
(i.e. coherence) between the oscillations is highly
variable, both among subjects and across levels of
suction (modified from Hamner et al. 2001).
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linear stationary models of cardiovascular variables such

as heart rate, blood pressure, lung volume and sympathetic

nerve activity. Moreover, although easily interpreted, these

models have been limited largely to single-input relations

for mechanistic inferences (Baselli et al. 1988; Parati et al.
1995; Kocsis et al. 1999) and routinely ignore differences

across multiple subjects. Only these latter two approaches

will be considered here; although simple indices may have

clinical utility and may even lead to more complete

formulation of potential models, an explanation of the

relation between physiological variables requires a set of

equations that specify possible inter-relations.

Model criteria. Any model applied to cardiovascular

variabilities must meet certain criteria. Of course, what is

paramount is whether the model makes an accurate

prediction. Generally, this accuracy must be more than a

minimal, statistically significant relation, since it should

capture a large portion of the true relation between variables

(Box et al. 1994). The validity of the model should be

assessed by simulations and goodness of fit statistics, whereas

reliability of the posited parameters can be assessed easily

from their confidence intervals; it is best if the model is

simple, having few parameters and postulating simple

quantitative relations (Box et al. 1994). The idealizations

and assumptions should have a natural physical

interpretation; only then will the model will be useful for

further modelling and experimentation (Koopmans,

1995). Moreover, the equation terms should represent

physiologically meaningful variables expected to relate to

one another and interindividual variability should be

expressed and explained, since humans are not pheno-

typically homogeneous. Lastly, it is useful if the model can

be compared with alternative models of the same

phenomena (Kaplan et al. 1991).

It should be noted that there is generally a tradeoff between

accuracy and simplicity in applied science (Koopmans,

1995). A model that provides highly accurate predictions

is usually neither simple nor physically interpretable.

However, simplicity and interpretability are the more

important criteria for mathematical models of human

physiology. There is little economic, social or military need

to have highly accurate predictions for the timing of the

next heartbeat, the amplitude of the next blood pressure

wave or the size of the next lung volume. The need is

for explanatory, generalizable models of cardiovascular

function rather than purely predictive machines of

cardiovascular variability.

Models deriving from principles of applied mathematics
and physics. Generally, although theoretically possible,

statistical validation or analysis is rarely attempted for

models deriving from principles of applied mathematics

and physics because of the complexity in the transfer

between input and output and the often large number of

implicit parameters. However, despite inadequate empirical

validation, these models can provide a rich source of

physical intuitions due to their dependence upon known

physiological or physical principles. Most are constructed

from principles of hydrodynamics and hydrostatics.

Most of these models, realized as differential or delay

differential equations, lump the entire cardiovascular

system into a small number of variables for simulation and

analysis. A routine starting point for many of these models

is the Windkessel model of cardiovascular fluid flow that

consists of resistors, a capacitor and a non-linear function.

For example, Cavalcanti & Belardinelli (1996) used this to

provide an oscillator that can be tuned to produce spectra

mimicking typical Mayer waves. An idealized model of the

Windkessel equations was also used by de Boer et al. (1985)

to produce time series, power spectra, and cross-spectra that

were comparable to those observed in human subjects.

Further, Abbiw-Jackson & Langford (1998) modified the

Windkessel system by incorporating two pumps, one for

each side of the heart, and adding the baroreflex via a non-

linear transfer from pressure to heart rate. This model

displayed persistent oscillations that could be abolished by

a decrease in the modelled baroreflex gain or an increase in

venous volume, presumably reflecting the effect of ageing.

Although these physical approaches produced seemingly

useful models, most of those assessing cardiovascular

variability suffer serious limitations. All have lacked

quantitative or statistical validation; the implicit assumption

seems to be that if it produces physiological-looking

waveforms, the model must be physiological. It is also

unclear why diastolic or systolic pressure are usually

considered; for these type models, they are merely

arbitrary local maxima and minima on the continuous

analogue pressure waveform that should be in the model.

Generally, no noise is input to these models so that the

entire trajectories of the waveforms produced by it are

completely predictable. The above models are also open to

the criticism that lumping cardiovascular variables,

while simplifying the model, can invalidate the underlying

physical assumptions. These limitations can be avoided.

For example, although not directly examining slow wave

oscillations, Olufsen and colleagues (Olufsen, 1999; Olufsen

et al. 2000) successfully applied a full set of hydrodynamic

equations to predict fluid and pressure waveforms in the

entire arterial tree. Even though extensive validation is not

physically possible, they did provide some quantitative

validation from excellent fits to MRI flow data. Therefore

the strength of these approaches, the application of physical

principles, can be realized, but in most applications to

cardiovascular variability this strength has actually proved

illusory.

Time and frequency domain models. Spectral analysis has

yielded important insights, including delimiting frequency

responses of the cardiovascular system and potential

causal relations among cardiovascular and respiratory
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variables. Spectral analysis can be accomplished directly by

non-parametric fast Fourier transform (FFT) analysis and

windowing in the frequency domain (Priestley, 1994) or

indirectly by autoregressive multi-parameter modelling

of the time series (Barbieri et al. 1997). Rather than

reproducing the power spectrum, simplified autoregressive

models have the potential of quantifying essential delays

and gains by which blood pressure, cardiac interval,

sympathetic activity and lung volume affect each other.

Moreover, non-stationary variants of these autoregressive

models have the capacity to treat trends in the data and can

be extended to certain classes of non-linear models.

However, the spectral models used to date have either only

assessed a single input–single output relation or have been

too complex (i.e. over-parameterized) for direct validation.

In general, these models posit a linear and stationary

relation between independent and dependent variables.

Throughout this literature it is generally further assumed

that a linear relation holds between the directly measured

variables. However, it is possible that suitable, non-linear

transforms of the input data should be used; non-linear

effects are amply documented in cardiovascular control

systems, for example, saturation and threshold elements

(Eckberg, 1980), respiratory gating (Seals et al. 1993),

hysteresis (Rudas et al. 1999), sinoatrial node transduction

(Michaels et al. 1987), CO2 effects on arterial diameter

(Ursino & Lodi, 1998) and mechanical saturation of aortic

diameter (Wesseling et al. 1993). Nonetheless, this approach

has provided some information on the characteristics of

cardiovascular oscillations. For example, it is clear that

cardiac interval spectral power is inversely proportional to

respiratory frequency (Hirsch & Bishop, 1981; Brown et al.
1993). Moreover, cross-spectral derived phase relations

indicate that cardiac interval is in phase with arterial

pressure in supine humans, but lags pressure in upright

humans (Saul et al. 1991; Taylor & Eckberg, 1996). A close

coherence between arterial pressure Mayer waves and both

cardiac interval and sympathetic nervous oscillations is

usually shown; however, cross-spectral phase between

arterial pressure and sympathetic activity at the Mayer

wave frequency provides no firm support for either a

predominant feedback or feedforward mechanism (Taylor

et al. 1998b). Thus, simple spectral models provide the

characteristics of the oscillations, but do not provide

insight as to whence they derive.

In contrast, autoregressive linear stationary time series

modelling imposes causality upon the model and hence the

power spectrum estimate. In addition, the model selection

is, in principle, an objective procedure. This provides the

advantage of a methodology which can identify the

feedforward and feedback links between variabilities. One

example is the autoregressive model proposed by Nakata et
al. (1998) to explore the links among heart rate, systolic

pressure and sympathetic activity at the Mayer wave

frequency. This novel approach suggested that sympathetic

oscillations predict ~70 % of the power in systolic Mayer

waves, an effect partly abolished by a-receptor blockade.

Ironically, the novelty of this approach prevents direct

comparison to previous work, all of which used cross-

spectral and coherence analysis generally at fixed temporal

frequencies. Moreover, confidence intervals for each

subject’s relative power contributions were not provided

and interindividual and intergroup variability in the relative

contributions were not assessed. Thus, the estimates could

intersect with zero and vary widely from subject to subject,

limiting the usefulness of this model. This has been the

case with other similar autoregressive models examining

syncope (Di Virgilio et al. 1997; Mainardi et al. 1997) and

interactions between lung volume and heart rate (Mullen

et al. 1997).

One evident problem of autoregressive models is the

potentially large number of parameters. Since the model

selection procedure defines lags iteratively from zero, a

model that includes a coefficient with lag t typically

includes all coefficients with lags less than t (Box et al.
1994; Ljung, 1999) As a result, not only are the parameters

for an adequate fit reached quickly within a small lag range,

but also the number of parameters are inflated if all lags

less than t are included. It is not uncommon for standard

autoregressive models of 4 Hz cardiovascular time series

to include in the order of 40–100 parameters (Barbieri et
al. 1997). Although effectively increasing the variance that

the model can predict (Penm & Terrell, 1982; Duong, 1984),

it excludes interpretation of the model’s significance to the

physiology. That is, the existence of 40 different time

relations between heart rate and arterial pressure changes

is difficult to reconcile with accepted concepts of haemo-

dynamic control. In addition, even more parameters may

be introduced because autoregressive models allow for

arbitrary feedback interactions between independent and

dependent variables. For example, a 1000 time point series

of lung volume, heart rate, blood pressure and sympathetic

activity will exhaust the degrees of freedom with time lags

representing only 1.2 % of the entire data length, if allowed

full interactions (Box et al. 1994). One major reason for

this lack of parsimony is the dominant use of standard

scalar or vector autoregressive models rather than the

more parsimonious transfer function models introduced

by Box and Jenkins over 30 years ago (Box et al. 1994),

perhaps due to the relative unavailability of software.

Thus, the standard approach generally leads to many more

estimated parameters and obscures the relation between

input and output. Not only are longer (and, perhaps, more

meaningful) lags not considered, but the parameters can

be capricious. For example, current blood pressure could

be linked causally to future lung volumes. Nonetheless, a

large number of closely spaced, commensurately sized

parameters are common in linear autoregressive models

of cardiovascular variabilities (Di Virgilio et al. 1997;

Cardiovascular oscillations in manJ. Physiol. 542.3 677
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Korhonen, 1997; Mainardi et al. 1997). This suggests that

currently proposed models have poor predictive reliability

and limited physiological generalizability and that

models with few, sparse parameters might improve our

understanding of cardiovascular oscillations.

Although simplified autoregressive models can potentially

quantify essential delays and gains that define interactions

among variabilities, they generally assume that the

cardiovascular rhythms are stationary. This may mean that

they only partially model the data due to the presence of

significant non-linearities and non-stationarities (Hayano

et al. 1993; Jasson et al. 1997; Badra et al. 2001; Mangin et
al. 2001). The attempt to fit non-linear data to a linear

model can result in model parameters that depend largely

on the distribution of the input and output, not on the

actual causal relation between them. As a result, the

goodness of fit would be highly variable. Such effects

have been documented in frequency domain estimates of

baroreflex gain (Badra et al. 2001). Therefore, it would seem

that non-stationary variants are the most advantageous

autoregressive models for cardiovascular time series. They

have the capacity to treat trends in the data and can be

extended to certain classes of non-linear models. Although

such autoregressive modelling techniques have been used

(Chon et al. 1996; Di Virgilio et al. 1997), they generally

have had limited validity since they usually fit only small

sections of the data with the same parameters. This

effectively represents applying sequential stationary models,

thereby limiting their predictive accuracy.

A simple model. Although linear models have limitations,

a conservative starting point for understanding cardio-

vascular variabilities is to force a linear model that is as

simple as possible. If at least a partial linear relation exists

between the input and output variables, then positing the

simplest possible relation will probably reveal it. The

simplest of linear relations are easily related to physical

principles of fluid dynamics. For example, a simple model

expressing arterial pressure Mayer waves as a linear

combination of heart rate and sympathetic activity can be

derived from Poiseuille’s law. This model can be limited to

two weighted inputs, each with a single time lead, allowing

direct assessment of the time relations and the relative

contributions of heart rate and sympathetic activity to

Mayer wave amplitude. In addition, the simple model

facilitates characterization of both trait (e.g. intersubject)

and state (e.g. high sympathetic outflow) differences in

Mayer wave genesis. An application of this model was able

to account for approximately half the variance in Mayer

wave amplitude (Myers et al. 2001). Moreover, it showed

that sympathetic activity contributes to Mayer wave

amplitude most when sympathetic activity is high, but that

heart rate was a much more potent contributor, regardless

of state differences (see Fig. 6). This simple model suggests

that Mayer waves can be generated by mechanisms other

than sympathetically mediated vasoconstriction, such as

autochthonous vascular smooth muscle contractions

(Siegel et al. 1976). Moreover, this demonstrates that the

simplest possible bivariate linear autoregressive model can

lead to testable hypotheses to guide further experimental

work.

Other mathematical explanations and characterizations.
The bulk of this review concerned modelling with regression,

providing fits to physiologically observed quantities to

predict their values. However, there are attempts to

characterize time series with intrinsic scaling relations,

fractal analysis, or series entropy. Under many conditions

heart rate and blood pressure variability have a relatively

large DC component, even when the signal is detrended.

Some investigators have examined this and related

measures (de Boer et al. 1985; Yeragani et al. 1993; Cerutti

et al. 1996; Ivanov et al. 1999; Heneghan & McDarby, 2000;

Mateo & Laguna, 2000; Teich et al. 2000), often with an

M. A. Cohen and J. A. Taylor678 J. Physiol. 542.3

Figure 6. Contribution to explained variance in arterial
pressure Mayer waves from preceding heart rate and
sympathetic nerve activity waves for each of 8 subjects
in two conditions, basal and stimulated (i.e. heightened)
sympathetic nervous outflow
This simple model of arterial pressure Mayer wave amplitude
suggests that sympathetic outflow contributes more when
sympathetic activity is high. However, heart rate consistently
appears to contribute much more to arterial pressure oscillations
regardless of the sympathetic state (modified from Myers et al.
2001). HR, heart rate; SNA, sympathetic nerve activity.
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interest to use these relations to assess pathophysiological

conditions (Turcott & Teich, 1996; Makikallio et al. 1999;

Porta et al. 2000, 2001). However, these applications can

be highly problematical for both practical and theoretical

reasons. Simple spectral power may provide predictors as

good as (Bigger et al. 1993) or even better than (Teich et al.
2000) more complicated analyses. Moreover, slope estimates

over very slow frequencies are, in fact, unstable, and pure

white noise switching with Brownian motion at relatively

long intervals can generate similar results (Pilgram &

Kaplan, 1999). Thus, many of these metrics may simply be

epiphenomena of non-stationarity.

Suggestions for future work
Empirical observation suggests that cardiovascular oscill-

ations are complex and mutable, yet may provide unique

insight into the integrated control of the closed loop

cardiovascular system. For example, respiratory sinus

arrhythmia could be generated by a number of cardio-

vascular control scenarios, and yet, teleologically may

improve pulmonary gas exchange (Hayano et al. 1996) and

clinically may predict cardiovascular outcomes (Bigger et
al. 1992a, b). However, current mathematical models

have limited interpretability. This is, in part, because they

usually are not combined with experimental interventions

designed to soundly test the models. The current literature

is characterized by approaches that simply observe the

behaviour of the system and impose broad assumptions

to derive mechanistic conclusions. Future advances in

understanding the physiology of cardiovascular oscillations

will require more rigorous approaches; models constructed

from experimental data should be subsequently validated

by further experiments explicitly designed to test the

veracity of the original model. Moreover, there are methods

of non-linear systems identification which might have

utility in studying cardiovascular variabilities. Bilinear

models (Christini et al. 1995) seem to fit heart rate time

series well, but require more extensive investigation; non-

parametric autoregressive time series (Fan & Gijbels, 1996)

or threshold autoregressive (Tong, 1990) models can be used

as exploratory tools to suggest parametric models; and,

wavelet non-stationary time series identification (Mallat

et al. 1998) can sharply delineate temporal variations.

However, careful statistical analysis of models should be

routine and alternative models should be fitted to the same

data set for comparison.

The historical record demonstrates the importance of the

study of cardiovascular oscillations for providing unique

insight to fluid dynamics, vessel elasticity, integrative cardio-

vascular physiology and medical technology. Relatively

low frequency cardiovascular oscillations represent a

window into the control by two separate nervous system

branches (parasympathetic and sympathetic) of a bio-

chemically active fluid (blood) bounded by an elastic

medium (arteries). Furthering our understanding of

cardiovascular interactions that determine the frequency

and amplitude of spontaneous oscillations should continue

to advance the range of disciplines these phenomena

intersect.
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